[Sateesh, 3(2): February, 2014]

| JESRT

ISSN: 2277-9655
Impact Factor: 1.852

INTERNATIONAL JOURNAL OF ENGINEERING SCIENCES & RESEARCH
TECHNOLOGY

Motion Estimation and Video Compression of Low Power H.264
Kamatam Sateesh
kamatamsateesh@yahoo.com

Abstract
This paper presents a method to reduce the corigpuitd memory access for variable block size motio

estimation (ME) using pixel truncation. Previousrkvdas focused on implementing pixel truncatiomgsa fixed-
blocksize (16x16 pixels) ME .In recent years, thebite phone industry has become one of the mosardin
technology sectors. The increasing demands of medtia services on the cellular networks have adtelg this
trend. This paper presents a low power SIMD archite that has been tailored for efficient impletagan of H.264
encoder/decoder kernel algorithms. However, pixehdation fails to give satisfactory results forader block
partitions. In this paper, we analyze the effedraficating pixels for smaller block partitions gmmpose a method to
improve the frame prediction. Our method is ableeuce the total computation and memory accespaad to
conventional full-search method without signifidgrdegrading picture quality. With unique data ageament, the
proposed architectures are able to save up to 6&%¥gy compared to the conventional full-searchitecture. This
makes such architectures attractive for H.264 egiitin in future mobile devices.
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Introduction

JPEG, Motion JPEG and MPEG are three well-
used acronyms used to describe different typemafe
compression format. But what do they mean, and why
are they so relevant to today’'s rapidly expanding
surveillance market? This White Paper describes the
differences, and aims to provide a few answerg aghty
they are so important and for which surveillance
applications they are suitable. When an ordinaiamn
video sequence is digitized according to the stahda
CCIR 601, it can consume as much as 165 Mbps, which
is 165 million bits every second. With most sunegite
applications infrequently having to share the nekwo
with other data intensive applications, this isywerely
the bandwidth available. To circumvent this prohlem
series of techniques - called picture and video
compression techniques — have been derived to eeduc
this high bit-rate. Their ability to perform thigsk is
guantified by the compression ratio. The higher the
compression ratio is, the smaller is the bandwidth
consumption. However, there is a price to pay fos t
compression:  increasing compression causes an
increasing degradation of the image. This is called
artifacts.

Two basic standards: JPE G and MPE G

The two basic compression standards are JPEG
and MPEG. In broad terms, JPEG is associated with s
digital pictures, whilst MPEG is dedicated to ddit
video sequences. But the traditional JPEG (and JPEG
2000) image formats also come in flavors that are

appropriate for digital video: Motion JPEG and Nwti
JPEG 2000. The group of MPEG standards that include
the MPEG 1, MPEG-2, MPEG-4 and H.264 formats
have some similarities, as well as some notable
differences. One thing they all have in commonhizt t
they are International Standards set by the 1SO
(International Organization for Standardizationjl dEC
(International Electro technical Commission) — with
contributors from the US, Europe and Japan among
others. They are also recommendations proposetieby t
ITU (International Telecommunication Union), which
has further helped to establish them as the gipball
accepted de facto standards for digital still pietand
video coding. Within ITU, the Video Coding Experts
Group (VCEG) is the sub group that has developed fo
example the H.261 and H.263 recommendations for
video-conferencing over telephone lines. The fotinda

of the JPEG and MPEG standards was started in ithe m
1980s when a group called the Joint Photographic
Experts Group (JPEG) was formed. With a mission to
develop a standard for color picture compressibe, t
group’s first public contribution was the releadetlme

first part of the JPEG standard, in 1991. Sincen tthe
JPEG group has continued to work on both the aagin
JPEG standard and the JPEG 2000 standard. Intthe la
1980s the Motion Picture Experts Group (MPEG) was
formed with the purpose of deriving a standard tfa
coding of moving pictures and audio. It has since
produced the standards for MPEG 1, MPEG-2, and
MPEG-4 as well as standards not concerned with the
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actual coding of multimedia, such as MPEG-7 and Turrent Saarch
MPEG-21. ME araz
TO IO O, TOROUTTH

H.264 |—¢ r'

At the end of the 1990s a new group was
formed, the Joint Video Team (JVT), this consistdd ZEGPE
both VCEG and MPEG. The purpose was to define a
standard for the next generation of video codindnew g % Absoluts diffarart
this work was completed in May 2003, the result was
simultaneously launched as a recommendation by ITU Addar tr2e
(“ITU-T Recommendation H.264 Advanced video l 41 SAD
coding for generic audiovisual services”) and as a
standard by ISO/IEC (“ISO/IEC 14496-10 Advanced Comnp T ator unit
Video Coding”). Sometimes the term “MPEG-4 part 10"
is used. This refers to the fact that ISO/IEC staddhat 41 Bast 24T
is MPEG-4 actually consists of many parts, the entrr ¥
one being MPEG-4 part 2. The new standard developed Dracisicr urit
by JVT was added to MPEG-4 as a somewhat separate
part, part 10, called “Advanced Video Coding”. Thés Best partiticn &

rnotion wractors

also where the commonly used abbreviation AVC stems
from. H.264 is the latest generation standard idew
encoding. This initiative has many goals. It should  Two-Step Algorithm

provide good video quality at substantially lowérrates In this paper, we propose a method of pixel
than previous standards and with better error roless truncation for VBSME. This method is based on the
— or better video quality at an unchanged but rates following observations.
standard is further designed to give lower lateseyvell
as better quality for higher latency. In additial, these 4T — 261100 0000
improvements compared to previous standards were to Ji Truacating the seerch windew pixel, ¥.
come without increasing the complexity of design so ¥, — RITANTHY Ti
much that it would be impractical or expensive told #i Truacating the cusrent MD pixel, X.
applications and systems. An additional goal was to Ly = RIIAND(X, 1)
provide enough flexibility to allow the standard e 4 Initalize mv and min_rost
applied to a wide variety of applications: for bdtdw mup =0, vy = cealgip = Cimax
and high bit rates, for low and high resolutionead and /i Scanning the search windows and fnd the best matzh using block
with high and low demands on latency. Indeed, abrem size N =§
of applications with different requirements haveeie ok =psm
identified for H.264: aag g i
> Entertainment video including broadcast, sagellit cost = 3onny Zig—p IMATCH, (Lelm, m), ¥ty +m, jy + 03]
cable, DVD, etc (1-10 Mbps, high latency) Wifeost < costuin .
> Telecom services (<1Mbps, low latency) piriica Bt e
. . . . Lnd cf |
> Streaming services (low bit-rate, high latency) i
> And others /i Wefning the search result using Full pixel for varable block sizz
. 4 He o the search sng full prxel for sarable block sz
As a note, DVD players for high-definition DVD foats e
n min max
such as HD-DVD and Blu-ray support movies encoded Forin = —pa, s
with H.264. For jr =—pa, ps
oS = }_._;?:.::--'Iu zf,_.nl [MATCHM G om, n), Yieliz +m, 2 +a))]
F{cost « cost, g,
COlmin = COSL, MUy = i1, My = jfo
End cof |
End of i
Block Diagram of Motion Estimation __ ; ;
Fig. 1. Pixel toncation algonthon wsang owo-sten apposd,

1) Truncating pixels for larger block sizes canutes
better motion prediction compared to smaller blsides.
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2) At higher pixel resolutions, smaller block sizesn
result in better prediction compared to the larigierck
sizes. To avoid having large motion vector errorthw
smaller blocks, we have implemented motion prealicti

in two steps. In the first search, the predictian i
performed using pixels witNTB= 6 at 8 x 8 block size.
Then, the result of the first search is refinechgsiull
pixel resolution (8-bit) in a smaller search ar&e
algorithm is summarized in Fig. 1. Fig. 2 shows the
simulation results using truncated pixels with save
matching criteria. Two error-based matching criteand
two boolean-based matching criteria are compared
against SAD, namely MinMax [11], mean removed
MAD (MRMAD) [12], binary XOR (BXOR) [13], and
difference pixel count (DPC) [8], respectively. Frahe
figure, at high NTB, error-based matching critagiges a
poor result compared to the boolean-based matching
criteria. The combination dNTB = 6 and DPC gives a
good tradeoff between PSNR and the computational
load. At highly truncated bits, 16x16 block sizenisre
reliable since it has more data compared to thdlema
block size. However, for complex motion, the motion
vector for a smaller block size, especially a 4iatk, is

not necessarily close to that of a 16 x 16 blodkc&the
block with smaller size difference tends to moveain
similar direction, the 8 x 8 block is used in thestf
search. This allows us to get better predictiomsefther

the smaller block (8x4, 4x8, and 4x4) or the latgeck

(16 x 8, 8 x 16, 16 x 16) from the 8 x 8 motionteec

Motion Estimation

The motion estimation unit, shown in figure 1.2,
is the first stage. The uncompressed video sequepaé
undergoes tem- poral redundancy reduction by etipdpi
similarities between neighbouring video frames.
Temporal redundancy arises since the differenosdmat
two successive frames are usually simi- lar, esfigci
for high frame rates, because the objects in thaescan
only make small displacements. With motion esti-
mation, the difference between successive framedea
made smaller since they are more similar. Compoassi
is achieved by predicting the next frame relativettte
original frame. The predicted data are the residue
between the current and refer- ence pictures, aset af
motion vectors which represent the predicted motion
direction. The process of finding the motion vecier
optimal or suboptimal depending on the block maing-
algorithm chosen. Since the correlation between
successive frames is inherently very high, the
compression in this stage has large impact on vieeat
performance of the whole sys- tem. The motion ftedi
frames are usually called P-frames (Predicted feame
The other type of predicted frame is called B-frar(®i-
predicted frames). In this case the frame is pre-
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dicted from two or more reference frames previously
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Fig 1.2 First stage of M otion estimation

Simulation and I mplementation Results
A. Performance of the Proposed Two-Step Algorithm
PSNR difference using the proposed method
against the conventional full-search ME (FS). The
comparison is done for the frames predicted usiigc 1
16, 8 x 8, and 4 x 4 partitions. Other block siaess not
included for simplicity. The difference is calciddton
the basis of the average PSNR of 85 frames. Diifere
frame sequences that represent various types dbmot
from low to high are used in this experime#tkiyo,
Mobile, Foreman andStefan Both QCIF and CIF frame
resolutions are considered, which represent théalp
frame size for mobile devices. The search rapdes=
[-8, 7] andpl = [-16 15] is defined for QCIF and CIF,
respectively. 2step8 represents the proposed teym-st
search using the 8x8 block partition. For compar,isee
include the result for the two-step search wheeefittst
search is done using 16x16 partitions (2stepl6e Th
result of the first search is used as the centertte
second search. fs p4 and fs p8 represent the
conventional full-search ME with a search range
equivalent to(/2)pl for QCIF and CIF, respectively.
From the table, our method is able to achieve adgoo
prediction with a smaller PSNR drop compared to the
other method. For a low-motion sequence suchAlkago,
the PSNR drop for QCIF is below 0.05 dB. The PSNR
drop increases slightly for a high-motion sequesgeh
as Stefan This is due to the prediction error and search
range limitation during the first and second seasch
respectively. The smaller PSNR drop for 2step8
compared to 2step16 shows that the first seareig Bsix
8 partition gives a good approximation compare@@o<
16 block size. In the 8 x 8 partitions, we have enor
information for the MB motion, which is importanten
determining the second search range for the higtiemo
sequence
Conclusion
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This paper has presented a method to reduce the
computational cost and memory access for VBSME
using pixel truncation. Previous work has shownt tha
pixel truncation provides an acceptable performaince
motion prediction using a 16 x 16 block size. Hoamrv
for motion prediction using smaller block sizesxepi
truncation reduces the motion prediction accuratyhis
paper, we have proposed a two-step search to iraprov
the frame prediction using pixel truncation. Ourtinoel
reduces the total computation and memory access
compared to the conventional method without
significantly degrading the picture quality. Thesuls
show that the proposed architectures are ablevi® ga
to 53% energy compared to the conventional fulkdea
ME architecture, which is equivalent to 40% energy
saving over the conventional H.264 system. Thisenak
such architecture attractive for H.264 application
future mobile devices.
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